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A B S T R A C T

Forecasting rainfall over long lead times (from interannual to decadal scales) is essential for informing water 
resource management and adaptation planning, especially for drought-prone countries such as Australia. The 
latest suite of Coupled Model Intercomparison Project Phase 6 (CMIP6) models provides simulations of decadal 
prediction experiments, although their skill in simulating rainfall remains limited. This study investigates the 
merit of using spectrally transformed simulations of sea surface temperature anomaly (SSTA) from CMIP6 
decadal experiments for interannual rainfall forecasting over Australia. SSTA indices representative of large-scale 
modes of climate variability are transformed to enhance the prediction of rainfall at specific locations using 
Wavelet System Prediction (WASP) method. These spectrally transformed SSTA indices are then used as inputs 
into a hierarchical linear combination (HLC) model to forecast rainfall over interannual timescales. Results show 
that this hybrid HLC-WASP model significantly improves the predictability of interannual rainfall compared to 
the existing approach where no spectral transformation is used, up to lead times of five years ahead. This spectral 
transformation technique has the potential to enhance the quality of inputs for other rainfall forecasting models, 
particularly over regions with significant teleconnections between climate variability and regional rainfall. 
Improved rainfall forecasts have significant implications for water resource planning and management, enabling 
better drought mitigation, efficient water allocation, informed infrastructure planning, and more effective 
climate adaptation strategies.

1. Introduction

Effective water resource management and adaptation planning 
depend heavily on reliable long-term rainfall forecasts, particularly 
under the impending risks of climate change (IPCC, 2021; Meehl et al., 
2009; Moemken et al., 2021). For drought-prone regions like Australia, 
accurate predictions can significantly aid in mitigating the adverse ef
fects of prolonged dry periods and optimizing water usage during wet 
seasons (Deb et al., 2020; Liang et al., 2017; Roderick et al., 2020; Xu 
et al., 2020). The Coupled Model Intercomparison Project Phase 6 
(CMIP6) provides a suite of advanced climate models that simulate 
decadal prediction experiments, offering a potential resource for 
improving long-term rainfall forecasts. The Decadal Climate Prediction 
Project (DCPP) is a coordinated multi-model investigation into decadal 
climate prediction, predictability, and variability. This involves the use 
of retrospective forecasts (commonly referred to as hindcasts) to vali
date models against historical observations, as well as the ongoing 

production of operational decadal climate forecasts (Boer et al., 2016; 
Eyring et al., 2016). However, the skill of these models in simulating 
rainfall remains limited (IPCC, 2014; Mehrotra et al., 2014; Smith et al., 
2019; Smith et al., 2020).

Most decadal predictability studies have focused on temperature or 
temperature-related indices at global or regional scales, demonstrating 
skill in the prediction of temperature variability at interannual time
scales (Befort et al., 2020; Chikamoto et al., 2015; Choudhury et al., 
2015; Mahmood et al., 2021; Mehta et al., 2013). In contrast, rainfall 
predictability is significantly lower (IPCC, 2014; Sheen et al., 2017; 
Smith et al., 2019). This discrepancy between prediction skills of tem
perature and rainfall is not only limited to decadal predictions but across 
multiple forecasting timescales and models. As a workaround, studies 
have often used statistical and dynamical models using sea surface 
temperature anomaly (SSTA) indices to forecast rainfall over longer lead 
times, leveraging established relationships between large-scale climate 
variability and regional rainfall (Meehl et al., 2010). In Australia, the 
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Australian Bureau of Meteorology (BoM) previously issued operational 
seasonal rainfall forecasts based on approximates of climate indices 
derived from empirical orthogonal functions (EOFs). These approxi
mates represent large-scale climate variability, such as El Niño-Southern 
Oscillation (ENSO), Indian Ocean Dipole (IOD), and the El Niño Modoki 
(EMI) (Schepen and Wang, 2015; Schepen et al., 2012, 2014). Seasonal 
rainfall forecasts over Australia that employed the EOF-based approxi
mates of these climate indices as predictor variables showed improved 
predictability, particularly when utilizing the multi-model combination 
approach (Choudhury et al., 2019; Khan et al., 2015; Schepen et al., 
2014).

One challenge in long-term rainfall prediction is the decaying skill of 
the decadal outputs with increasing lead time due to model drift (Bilbao 
et al., 2021; Boer et al., 2016). This shift of the model simulations away 
from the observations towards the model equilibrium state occurs as 
forecasts progress, despite the drift-correction of model simulations 
(Choudhury et al., 2017; Fučkar et al., 2014; Smith et al., 2013). Chal
lenges in long-term climate prediction using dynamical models, 
including aspects such as model initialization, boundary conditions, 
model resolution, structure, and parameterization, remain significant 
(Jiang et al., 2019). While enhancing dynamical model resolution or 
refining convection parameterization could potentially improve rainfall 
forecasting, it is pertinent to note that advances in statistical forecasting 
methods present an additional avenue for improvement. This is sup
ported by findings in the realm of statistical forecasts (Khan et al., 2015), 
emphasizing the importance of the integration of decadal simulations 
with statistical model frameworks. For instance, the hierarchical linear 
combination (HLC) model with a distribution-based transformation of 
rainfall was applied to interannual rainfall forecasting using decadal 
simulations (Choudhury et al., 2019). Rainfall is often a positively 
skewed variable, and its associated errors frequently deviate from 
normality, violating the assumptions of many predictive models. 
Therefore, applying appropriate transformations to rainfall data is 
crucial for enhancing the reliability and accuracy of forecasting models. 
There has been a range of variable transformations as a means of 
improving model specification in hydrological forecasting applications 
(Helsel and Hirsch, 2002; Hyndman and Athanasopoulos, 2014; McI
nerney et al., 2017; Wu et al., 2019), including log and reciprocal 
transformation, Box-Cox transformation (Box and Cox, 1964), and log- 
sinh transformation (Wang et al., 2012).

Recent advances in statistical forecasting methods, such as trans
formation that targets different components of the predictor variable 
spectrum, offer a promising avenue for improvement. Spectral trans
formation, introduced by Jiang et al. (2020) modifies the spectral rep
resentation of predictor variables to align with the associated response, 
improving the predictor-response relationship and predictability. This 
technique, initially applied to downscaling, adopts the discrete wavelet 
transform (DWT) to decompose signal or time series into separate 
rapidly changing, high-frequency sub-time series (i.e., details) and 
slowly changing, low-frequency sub-time series (i.e., approximations). 
Then, the variances of these decompositions of predictor variables are 
redistributed to approach those of the corresponding response. As a 
result, the spectrally transformed predictors can better predict the 
response in terms of various metrics, including correlation, root mean 
square error (RMSE) as well as other distributional statistics. This was 
presented in Jiang et al. (2020, 2021a, 2023), who showed substantial 
improvements in predicting sustained rainfall deficits (i.e., droughts) 
using spectrally transformed atmospheric predictors or climate indices. 
The existing issue of DWT requiring future information in the context of 
forecasting applications was addressed by replacing DWT with maximal 
overlap DWT (MODWT). The application of the proposed spectral 
transformation to forecast an ENSO index using SST and wind stress- 
based predictors resulted in significant improvements, with an average 
increase of 20% across the investigated lead times, particularly for lead 
times up to 24 months (Jiang et al., 2021b). The associated Wavelet 
System Prediction (WASP) software (Jiang et al., 2021c) facilitates this 

spectral transformation, extracting critical information from predictors 
through the spectral domain.

Despite these advancements, applications for rainfall forecasting 
using decadal predictions accounting for the difference in spectral 
properties between the target rainfall and their associated predictors 
have not been reported at the time of writing this study. This study aims 
to address this gap by integrating the spectral transformation approach, 
implemented by WASP, with the existing HLC model, utilizing outputs of 
the CMIP6 decadal prediction experiments. The resulting hybrid HLC- 
WASP model presented here accounts for the differences in spectral 
properties between the response and predictors. The HLC-WASP model 
is evaluated for its ability to predict Australian interannual rainfall using 
spectrally transformed climate indices (CIs).

In pursuit of this, we have three fundamental objectives: 

1) Developing an optimal model, including predictor selection and 
parameter optimization, for interannual Australian rainfall pre
dictions using the CMIP6 decadal simulations.

2) Quantifying the merit of integrating spectral information into sta
tistical forecasting systems, specifically for interannual Australian 
rainfall.

3) Evaluating the performance of the multi-model ensemble mean of 
the spectrally transformed forecasts against individual transformed 
CMIP6 models.

Given the extra complexity of the hybrid HLC-WASP forecasting 
framework and the concern that one may inadvertently inflate predict
ability due to overfitting, the following questions are additionally 
investigated: 

1. Can the inflation in predictability be addressed using a pure vali
dation forecast where one part of the data is used to develop all 
models and the other part is used for application?

2. Can this possible over-inflation be further verified using measures of 
predictability over space (spatial correlation) in addition to the 
regular time series correlation performance metric?

3. Can the HLC model architecture be further simplified, given the 
added predictability the spectrally transformed CMIP6 predictors 
offer?

This paper is structured as follows. In section 2, we introduce the 
methods, providing a detailed description of the WASP and the hybrid 
HLC-WASP models. This section also documents the observed rainfall 
data, SSTA indices, and CMIP6 models used in this study. Next, in sec
tion 3, we present the results of interannual rainfall predictions using the 
novel HLC-WASP model. Section 4 discusses the findings, and a sum
mary of conclusions and avenues of further work are presented in sec
tion 5.

2. Methods and data

This section presents the observational and model data used in this 
manuscript, along with a detailed description of spectral transformation 
and the hybrid forecasting model. 

a. SSTA indices and rainfall data

The ten climate indices that have been shown to have a significant 
relationship with Australian rainfall and are considered as potential 
predictors (Choudhury et al., 2019; Schepen et al., 2012) include Niño 3, 
Niño 4, Niño 3.4, the El Niño Modoki index (EMI), the Indian Ocean 
Dipole Mode Index (DMI), the Indian Ocean East Pole Index (EPI), the 
Indian Ocean West Pole Index (WPI), the Indonesian Index (II), the 
Tasman Sea Index (TSI), and the Tropical Trans-basin Variability Index 
(TBV). The climatic events associated with these indices have been 
shown to significantly affect Australian rainfall and have been 

Z. Jiang et al.                                                                                                                                                                                                                                    



Journal of Hydrology 655 (2025) 132870

3

demonstrated skillful for Australian rainfall prediction (Cai et al., 2011; 
Fierro and Leslie, 2013; Kirono et al., 2010). Further details of these 
indices are mentioned in Table S1 of the Supplemental Material. While 
other indices may add predictability in different parts of Australia, the 
focus of the present study is to capture the impact that spectral trans
formation can have.

Observed values of these indices are obtained from the SST outputs 
of the Hadley Centre Global Sea Ice and Sea Surface Temperature 
(HadISST) data set (Rayner et al., 2003) over the period of 1961–2022 at 
monthly resolution. Observed gridded monthly rainfall over Australia, 
referred to as Australian Gridded Climate Data (AGCD), for the period 
1961–2022 was obtained from the Australian Water Availability Project 
(Jones et al., 2009). The data was re-gridded from its original resolution 
of 0.05◦ × 0.05◦ to 2.5◦ × 2.5◦ in this study to correspond with the 
resolution of the climate datasets and model simulations used. The grid 
layout across Australia is illustrated in Fig. S1 of the Supplemental 
Material, and two grids used for demonstration in the following section 
are highlighted in red. Grids with missing data located in the central and 
western deserts of Australia (Jones et al., 2009) are given in black 
colour. 

b. Model outputs and drift correction

Predictions of these ten SSTA indices were obtained from outputs of 
decadal hindcast experiments from the CMIP suite of models (Boer et al., 
2016). We used five CMIP6 models for our analysis, including CanESM5, 
MIROC6, EC-Earth3, NorCPM1, and MPI-ESM1.2-HR. These models 
were chosen because they provide outputs initialized annually and to 
enable comparison with the previous study using five CMIP5 models 
(Choudhury et al., 2019). The issue of sampling biases in CMIP decadal 
forecasts not initialized annually has been previously reported in 
Choudhury et al. (2016). SSTA indices were calculated over 53 over
lapping decades, which commence from 1961 onwards, separated by 
one-year intervals, 1961–70, 1962–71, …, and 2013–22. The baseline 
period for the climatology from 1950 to 1979 was used to derive these 
anomalies, which were calculated using the same ensembles of decadal 
and historical simulations of the CMIP6 model. Further details of the 
CMIP6 global climate models (GCMs) used in the study are mentioned in 
Table 1.

The issue of biases and drift has thoroughly been documented to 
plague climate projections, but it is especially relevant for decadal 
predictions. Given that decadal runs are initialized based on an obser
vational state that is further away from a model’s preferred mean state, 
it is typical for model projections to gradually approach the model state 
as the effect of initial condition diminishes with lead time (Boer et al., 
2016). Concurrently, several methods to correct this drift have been 
previously reported in the literature (Fučkar et al., 2014; Kharin et al., 
2012; Smith et al., 2013). A summary and comparison of these methods 
have been discussed in Choudhury et al. (2017), and it suggested that no 
method performs consistently as the best, but initial condition and 
trend-based drift correction appear as the best for most cases. As a result, 
we adopt the initial condition and trend-based drift correction for all the 
indices and models considered in the study. It should be noted that the 
recommended way to bias correct decadal predictions for CMIP6 model 
outputs is to remove the lead-time dependent climatology (Boer et al., 
2016).

The corrected indices from all CMIP6 models were then combined to 
form a multi-model ensemble mean (MME). The MME case here repre
sents the scenario where each drift-corrected predictor variable is 
averaged across all CMIP6 decadal prediction models and then used 
directly as inputs for rainfall forecasting. Consequently, in addition to 
five individual CMIP6 models, rainfall forecasts were driven by the MME 
to assess whether its reduced variability results in greater skill for the 
forecasts issued.

The predictability of climate indices derived from decadal pre
dictions is fundamental to the multi-year rainfall forecasting. We 

evaluated the forecast skills of ten climate indices derived from five 
CMIP6 models through temporal correlation analysis. Consistent with 
the findings of Choudhury et al. (2015), this assessment highlights the 
potential of these indices for long-term rainfall forecasting. Further de
tails are presented in Fig. S2 of the Supplemental Material. 

c. Wavelet System Prediction (WASP)

WASP relies on wavelet theory and accounts for the spectral differ
ence between the response and associated predictors in any system. 
First, wavelet transforms are used to characterize the spectrum for a 
given variable, through decomposition of the signal into a range of low- 
frequency (representing slow changing process) and high-frequency 
(representing rapidly changing phenomenon) components. The 
decomposition into different components enables variance modulation 
of individual components to proceed, with the reconstruction resulting 
in an altered frequency spectrum for the variable. The transformation is 
based on the idea that if the spectral variance structure of the predictor is 
similar to that of the response, the predictive model using that predictor 
will exhibit better accuracy than otherwise. A summary of the rationale 
used is presented below, with readers referred to Jiang et al. (2020) for 
more details.

Given a time series x, it can be decomposed into sub-time series 
representing information at different frequencies in the spectrum using a 
wavelet transform as given by Eq. (1): 

x =
∑J

j=1
dj+ aJ (1) 

where dj is the wavelet details at the decomposition level j and aJ is the 
wavelet approximations at the maximum decomposition level of J. The 
wavelet details and approximation vectors are orthogonal to each other. 
Eq. (1) can be cast into a matrix form as x = R̂s, where R̂ is the stan
dardized matrix of R = [d1, ⋯,dJ,aJ] and s is the standard deviation 
vector of s =

[
σd1 ,⋯, σdJ , σaJ

]T. Using the variance transformation 

Table 1 
CMIP6 GCMs used in the study.

Model Group Resolution Ensemble 
Size

CanESM5 Canadian Centre for Climate 
Modelling and Analysis (CCCma), 
Canada.

atmos: 500 
km, 
land: 500 
km, 
ocean: 100 
km

10

MIROC6 Atmospheric and Ocean Research 
Institute (AORI), National Institute 
for Environmental Studies (NIES), 
and Japan Agency for Marine-Earth 
Science and Technology (JAMSTEC), 
Japan.

atmos: 250 
km, 
land: 250 
km, 
ocean: 100 
km

10

EC-Earth3 A European community Earth-System 
Model, part of a Europe-wide 
consortium.

atmos: 100 
km 
land: 100 
km 
ocean: 100 
km

10

NorCPM1 The Norwegian Climate Prediction 
Model (NorCPM), Norway.

atmos: 250 
km, 
land: 250 
km, 
ocean: 100 
km

10

MPI- 
ESM1.2- 
HR

Max Plank Institute of Meteorology 
(MPI-M), Germany.

atmos: 100 
km 
land: 100 
km 
ocean: 50 
km

5
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method, the transformed predictor variable xʹ associated with the target 
response y is given as follows: 

xʹ = R̂α 

α = σx ĉT (2) 

c =
1

n − 1
yT R̂ =

[
syd̂1

, ..., syd̂J
, syâJ

]
(3) 

where n is the number of data pairs (x, y); ̂c is the normalized covariance 
vector of c between the variable set (y, R̂) and s represents the covari
ance between response Y and wavelet decompositions; σX denotes the 
standard deviation of x; the resulting α is the transformed standard 
deviation matrix of s. It is noted that the estimation of c requires the 
response variable, and thus, in order to transform the predictor variable 
in the validation (or pseudo future) periods, the estimated c was derived 
from the calibration (known current) periods alone.

The optimal prediction accuracy measured by root mean square error 
(RMSE), when a simple linear regression model is used for prediction, 
can be derived as (Jiang et al., 2020), 

RMSEmin =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n − 1

n

(
σ2

y − ‖c‖2
)

√

(4) 

where σy denotes the standard deviation of the response y, and ‖⋅‖ de
notes the norm of a vector in Euclidean space. In this study, the 
maximum decomposition level adopts the rule of thumb equation, J =

log
(

n
2v− 1

)

log(2) from (Kaiser, 2010), and the Daubechies 1 (i.e., Haar) wavelet 
filter with vanishing moment v=1 was used. Daubechies wavelets are 
commonly applied in the field of hydro-climatology (Kusumastuti et al., 
2022; Maheswaran and Khosa, 2012), and wavelet filters with different 
lengths have been tested, and the conclusions reported here remain 
unchanged.

The above summarizes the basis of variance transformation pro
cesses in the WASP software described in Jiang et al. (2021a). There are 
three alternatives of wavelet transforms provided for different applica
tions in the software. For the purpose of the present study, MODWT was 
adopted since it is appropriate for use in forecasting applications (Jiang 
et al., 2021b). For brevity, the variance transformation process is rep
resented as per Eq. (5): 

xʹ = g(x, y) (5) 

where g(⋅) denotes the variance transformation operation by Eqs. (2) and 
(3). These transformed predictors (xʹ) then form the inputs to the hier
archical prediction model as detailed below. 

d. The hybrid HLC-WASP forecasting framework

The HLC model (Choudhury et al., 2019) forecasts seasonal rainfall 
across Australia using a time-varying combination of empirical and 
dynamical forecasts. The empirical forecasts use lagged climate pre
dictors (observed values at the initial time step), while the dynamical 
forecasts use concurrent predictors (as simulated by the dynamical 
climate model). The rationale behind the approach is that the value of an 
empirical rainfall forecasting scheme will diminish as lead time in
creases. On the other hand, dynamical forecasts, despite potentially 
lower performance at short lead times, tend to exhibit enhanced accu
racy over extended leads, and their skill declines more slowly as the lead 
time further increases compared to empirical models (Calì Quaglia et al., 
2022; Choudhury et al., 2019). This improvement occurs as the impact 
of poor initialization in the dynamical forecasts diminishes. As a result, 
one needs to merge the two forecasts in a way that recognizes the 
relative contribution each makes at any given lead time. In the HLC 
model, both empirical and dynamical forecasts predicted the response 

(rainfall) using a simplified version of the Bayesian Joint Probability- 
Bayesian Model Averaging (BJP-BMA) method (Schepen and Wang, 
2015; Schepen et al., 2014). The BJP-BMA model, common to both 
forecasts, represents an additive linear modelling scheme and was used 
operationally for seasonal rainfall prediction by BoM in Australia prior 
to the transition to the ACCESS-S (Australian Community Climate and 
Earth-System Simulator – Seasonal) system. The BJP-BMA has been 
widely reported in the literature and considered to offer highly robust 
predictions necessary for issuance to water users across the country. 
Readers are referred to Schepen and Wang (2015) and Schepen et al. 
(2014) and papers cited within for additional details about this predic
tion approach. A summary of this hierarchical forecasting framework is 
presented here, with readers referred to Choudhury et al. (2019) for 
additional details.

Consider the target response at lead l to be denoted (yl). The additive 
regression framework used in BJP-BMA identifies linear regression re
lationships with individual predictor variables (denoted xi, with i rep
resenting the i’th predictor variable used) that are then combined to 
convert them to an additive regression model. Equivalent models are 
developed for each lead time of interest. However, there exist two sets of 
additive linear models, representing the dynamical (d) and the empirical 
(e) modelling approaches described above. The empirical model is based 
on a lagged relationship between observed climate indices at lead time 
0 (xe

0) and the response at lead time l (ye
l ), while the dynamical models 

use modelled climate indices at the concurrent lead time l (xd
l ) to esti

mate the response at lead time l (yd
l ). These two sets of models can be 

represented by the following equations: 

ye
l = Ge( xe

0
)
+ εe

l (6) 

yd
l = Gd( xd

l
)
+ εd

l (7) 

where Ge() and Gd() represent the additive regression model, defined as 
follows: 

Ge( xe
0
)
=

∑m

i=1

[
we

i
(
βi

1xe,i
0 + βe,i

0
)]

Gd( xd
l
)
=

∑m

i=1

[
wd

i

(
βi

1xd,i
l + βd,i

0

)]
(8) 

where βi
1 and βi

0 are the associated regression coefficients of the asso
ciated predictor, xi, and m is the total number of individual simple linear 
regression models that form the additive model, corresponding to the 
number of predictors used in the regression model. wi is the weight for 
each individual regression model and estimated from residual error- 
covariance. In each linear regression model, the residual error term ε 
is estimated independently for each lead time l. Finally, the best estimate 
of the response can be obtained by combining the two sets of modeled 
responses via Eq. (9): 

ŷl = wlye
l +(1 − wl)yd

l (9) 

where wl =
S1 − S12

S1+S2 − S12 
represents the weight of the empirical model while 

(1 − wl) is the weight associated with the dynamical model, and S =

cov
(
εe

l , εd
l
)
=

[
S1 S12
S12 S2

]

is the covariance of residual errors from each 

regression model. The HLC approach inherently mitigates collinearity 
by selectively identifying only the most relevant predictors. This pro
cess, which uses combination weights derived from error-covariance, 
ensures that the selected predictors contribute to improving the 
model’s accuracy without introducing multicollinearity. The usage of 
error-covariance to derive combination weights has been proposed and 
investigated in many previous studies (Bates and Granger, 1969; 
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Choudhury et al., 2019; Khan et al., 2014; Kim et al., 2022; Rashid et al., 
2020).

Unlike the previous study by Choudhury et al. (2019), our hybrid 
HLC-WASP model incorporates a spectral transformation for each pre
dictor variable that constitutes the HLC model. As introduced in section 
2c, WASP transforms the predictor variable to an altered frequency 
spectrum that improves its prediction accuracy with respect to the 
response. Consequently, the HLC modelling framework in Equations (6) 

− (9) now uses transformed predictor variables g(xe,1⋯n
0 ) or g

(
xd,1⋯n

l

)

instead of just using xe,1⋯n
0 and xd,1⋯n

l ; where g(⋅) represents the WASP 
variance transformation given in Eq. (5). As individual predictor vari
ables are used in the additive regression framework adopted in HLC, the 
WASP transformation amounts to a decomposition of the predictor 
variable into additive components representing different frequencies 
using wavelet transformation (Percival and Walden, 2000). Next, these 
different components are re-weighted so as to result in a frequency 
spectrum that is analogous to the target response. For instance, if the 
target response exhibits variability at only one frequency in a hypo
thetical setting, the decomposed predictor variable will be re-assembled 
by imparting higher variability to that frequency alone, with other 
components (representing other frequencies in the spectrum) de- 
weighted. The inverse wavelet transformation of this re-weighted 
decomposed variable will mimic the power spectrum of the target 
response, resulting in an improved predictive relationship. Readers are 
referred to implementational details on WASP in Jiang et al. (2021a).

To assess the performance of the hybrid HLC-WASP model, first, we 
carried out the split sample validation approach where the first 26 de
cades were used for calibration and the remaining 27 decades were used 
for validation, allowing for an evaluation of the hybrid model in a 
practical setting. With this validation, the overlap only occurs at the end 
of calibration and the beginning of the validation, which is regarded as a 
strict blind validation. We also carried out a double leave-one-out cross- 

validation (LOOCV), following the methodology of Choudhury et al. 
(2019), and results were consistent with the split sample validation and 
are available upon request. Additionally, since the HLC model consists of 
both empirical and dynamical components, it is important to assess the 
performance of each individual component and determine if the model 
is over-parameterized. Furthermore, the implications of spectral trans
formation on each component of the HLC need careful assessment. The 
schematic of the complete framework adopted is presented in Fig. 1.

3. Application of the hybrid HLC-WASP forecasting system

This section presents the application of the HLC-WASP model to 
interannual rainfall forecasting over Australia. Firstly, the implications 
of spectral transformation for climate indices derived from CMIP6 
decadal predictions are shown. Next, rainfall forecasts using the hybrid 
HLC-WASP model are evaluated under the split sample validation 
approach. Finally, the effects of spectral transformation on the empir
ical, dynamical, and combined HLC models are comprehensively 
investigated. The model produces monthly rainfall forecasts, which are 
aggregated at an annual scale for the presentation of the reported met
rics in the subsequent sections. While the aggregation process reduces 
the focus on detailed month-to-month variations, the primary goal for 
long-term forecasts spanning several years is to estimate total water 
availability. 

a. Spectral transformation of climate indices corresponding to gridded 
rainfall.

Climate indices are transformed into a new set of indices designed to 
mimic the frequency spectrum of the target rainfall at each grid point 
using the WASP. Essentially, this leads to independent sets of trans
formed SSTA indices per grid point. Hence, the predictor variable used 
in the HLC is unique to each grid cell, instead of the logic in Choudhury 

Fig. 1. Schematic representation of the modelling framework for interannual rainfall forecasts using the hybrid HLC-WASP model. The framework consists of three 
main steps: (1) derivation of a climate index (CI) related to Australian rainfall from the decadal predictions of sea surface temperature (SST); (2) spectral trans
formation of the CI into a response spectrum-adjusted index (CI’) using WASP; and (3) development of a rainfall forecasting model using HLC logic. This model 
integrates an empirical component, based on lagged CI values at a lead time of 0 months (CI0), with a dynamical component that uses concurrent decadal predictions 
(CIl). The black box illustrates the schematic diagram of the model’s setup and evaluation at a given lead time l.
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et al. (2019) where all predictors stayed the same across the entire 
Australian region, with only the additive combination weights changing 
regionally. Fig. 2 presents an example of this transformation for 2 grid 
points in northern Queensland (Grid 24) and southern Western Australia 
(Grid 89), refer to Fig. S1 of the Supplemental Material for grid point 
numbers, with very different climatic conditions. They are selected due 
to their remarkedly different spectrum properties (blue bars in Fig. 2c 
and d), the rainfall at Grid 24 (Fig. 2a) being higher and having a 
stronger periodicity at sub-seasonal to seasonal cycle than Grid 89 
(Fig. 2b). Fig. 2c and d present the variance distribution of the Niño 3 
index before and after spectrally transforming as per the rainfall at grids 
24 and 89. The percentage of variance distribution for the original index 
(teal bars) gradually increases from high frequency to low frequency, 
and after the variance transformation, the spectral properties of the 
predictors become closer to mimicking that of the response (local rain
fall). Note that wavelet transform decomposes time series into separate 
rapidly changing sub-time series corresponding to high-frequency levels 
(i.e., details, d1, d2, and d3) and slowly changing, low-frequency levels 

(i.e., approximations, a3) of the spectrum.
It is evident that both the original and the transformed Niño 3 cor

responding to rainfall at Grid 24 exhibit greater variability in the lower 
frequency (a3). However, the medium frequency bands (d1 to d3) are 
enhanced on transforming in comparison, illustrating the effect of the 
variance transformation procedure used (orange bars in Fig. 2c). In 
contrast, when transforming with respect to rainfall at Grid 89, the 
variance at the high-frequency level (d1) is greatly increased while the 
variance at the low-frequency level (a3) is reduced (orange bars in 
Fig. 2d). This allows the transformation to create an independent esti
mate of the predictor variable that is closest in representation to the 
target response in its spectrum (purple bars). Fig. 2e and f show the Niño 
3 index transformed as per rainfall time series at Grids 24 and 89, 
respectively. Compared to the original time series, transforming as per 
rainfall at Grid 24 leads to relatively smaller changes, with only slight 
alterations in variance distribution in the frequency domain (Fig. 2c and 
e). However, transforming as per rainfall at Grid 89 leads to much larger 
changes (Fig. 2f), especially with much higher variability at shorter 

Fig. 2. Illustration of transformed and non-transformed climate indices, taking Niño 3 as an example, corresponding to rainfall at two selected grids using observed 
data from 1961 to 2010: (a) and (b) represent observed rainfall at northern Queensland (Grid 24) and southern Western Australia (Grid 89), respectively; (c) and (d) 
show the variance distribution of a predictor, Niño 3, and its target response, rainfall, by percentage in the frequency domain before (teal) and after (orange) 
transformation as per rainfall at Grids 24 and 89, respectively; (e) and (f) present original and transformed Niño 3 in the time domain linking to the change in the 
frequency domain in (c) and (d), respectively. It must be noted that the same predictor variable (Niño 3) has been spectrally transformed into locally representative 
predictors (e and f), which enhances the predictability of the local response variables (a and b).
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timescales (Fig. 2d).
We have shown the implication of WASP on individual climate index 

above, and under the forecasting framework, the implication of WASP 
on the linear relationship between each climate index and rainfall at 
different lead times is illustrated in Fig. 3. Taking the lead 12 month of 
the Grid 89 for example, an improved relationship can be found in all of 
the empirical models using transformed climate indices except for the 
WPI, and a new relationship between climate index and rainfall (i.e., 
change sign of regression coefficient) is established in most of the 
dynamical model using transformed climate indices except for the DMI, 
WPI, and TSI. The new relationship has been established due to the 
negative covariance in c, defined in Equation (3), that identifies the 
frequency component negatively correlated with the local rainfall of 
interest. Fig. 4 presents the corresponding c values used to modify the 
original climate indices as shown in Fig. 3. It is evident that, compared to 

DMI, WPI, and TSI, other dynamical models exhibit a higher incidence of 
negative covariance in concurrent climate indices. 

b. Assessing the hybrid HLC-WASP model under the split sample validation

In the hybrid HLC-WASP forecasting framework, combination 
weights for the individual linear regression models based on their error 
covariance, given in Equation (9), and the resulting predictability, differ 
from using the HLC approach. Fig. 5 presents predictor variables with 
the most significant weight among all the linear regression models in the 
empirical and dynamical model components of the HLC and HLC-WASP 
framework. It has been noted that the predictability horizon of climate 
indices such as EMI and WPI extends up to 24 months in several decadal 
prediction studies, while TBV shows forecast skill up to 36 months. On 
the other hand, climate indices like Niño 3, Niño 4, and Niño 3.4 

Fig. 3. Illustration of an improved relationship between each climate index and the rainfall at lead 12 months of Grid 89. (a): Climate indices used in empirical 
model; (b): Climate indices from MIROC6 decadal predictions used in the dynamical model. The first row represents the relationship using non-transformed climate 
indices (CI0 and CIl), while the second row shows the improved relationship using transformed climate indices (CÍ 0 and CÍ l). The blue lines represent linear 
regression between the SSTA indices and precipitation, with the 95 % confidence interval shown by grey bands and the coefficient of determination (R2) indicated by 
black text.
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typically exhibit predictability horizons less than 12 months (Chikamoto 
et al., 2015; Choudhury et al., 2019; Choudhury et al., 2016). Addi
tionally, indices such as DMI, EPI, II, and TSI generally show the poorest 
predictability among the ten climate indices (Choudhury et al., 2015). 

Note that the predictability horizon of an index and model is defined as 
the lead time in which the model error exceeds 5% of the random model 
error distribution, indicating the limit of predictability for the CI. The 
results in Fig. 5 show the averaged percentage of grid cells over lead 1 to 

Fig. 4. Transforming covariance c corresponding to Fig. 3. (a): Covariance c used in the empirical model; (b): Covariance c used in the dynamical model.

Fig. 5. Percentage of grid cells with the highest weight for each predictor, averaged over lead 1 to 5 years, for (a) the HLC model and (b) the HLC-WASP model. ENSO 
represents the combined percentage contribution of Niño 3, Niño 4, Niño 3.4, and EMI.
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5 years that exhibit the highest weight for each of the predictor variables 
considered. For both HLC and HLC-WASP models, ENSO indices 
(including Niño 3, Niño 4, Niño 3.4, and EMI), TSI, and TBV account for 
a larger percentage across all the grid cells considered. However, there is 
a larger proportion of ENSO indices in the HLC-WASP model, while the 
HLC model has a higher percentage of WPI and TSI. It suggests that 
WASP is capable of identifying the physically meaningful predictors, 
such as ENSO indices for Australian rainfall. The percentage of grid cells 
varying with lead time can be found in Fig. S3 of the Supplemental 
Material. Investigating the difference across all five individual CMIP6 
models, although CIs are substantially different from each other, their 
relative importance to rainfall forecasting is similar. After averaging the 
CIs based on all five CMIP6 models, the MME can still capture the un
derlying signal of climate variability, and CIs with a long predictability 
horizon are more frequently selected at long-lead times, while ENSO 
indices with a short predictability horizon are often selected at short- 
lead times.

It is worth reiterating that the HLC-WASP model consists of two 
components, representing an empirical and a dynamical model. The 
empirical model uses lagged relationships established between observed 
CI at lead time 0 and the response at lead l, and uses the lagged observed 
SSTA values to predict the response. The dynamical model uses con
current SSTA simulations (not observations) to forecast the response at 
lead l. Fig. 6 shows that, across the CMIP6 climate models investigated, 
there is generally a decreasing trend in the dynamical model weights in 
the HLC-WASP framework, while increasing weights are found for the 
empirical model. On the other hand, empirical forecasts have a rela
tively lower weight at short lead times, but as lead time increases, their 
weight gradually increases as the skill of empirical forecasts gets better 
than the dynamical model. This is different from the previous study 

(Choudhury et al., 2019) as now the dynamical model component 
considers all ten SSTA indices. In addition, compared to the weights of 
the HLC model (Fig. 6a), there is no major difference in trend between 
weights derived from the HLC and HLC-WASP models, but the HLC- 
WASP model has substantially higher dynamical weights than that of 
the HLC model, which can be attributed to the fact that the trans
formation performed by WASP on the concurrent SSTA simulations 
improves the performance of the dynamical component. The MME, 
which averages the drift-corrected predictor variables from all models, 
shows similar variations in weight between the empirical and dynamical 
components in both the HLC and HLC-WASP models. The HLC-WASP 
model places a higher weight on the dynamical component compared 
to the HLC model, with lead-time averaged weights of 0.55 and 0.64, 
respectively. In contrast, the averaged weights from the empirical model 
are 0.45 and 0.36 for the HLC and HLC-WASP models, respectively.

With estimated weights of empirical and dynamical components, the 
forecasting skills of each CMIP6 climate model averaged over Australia 
using both HLC and HLC-WASP models are shown in Fig. 7. In addition 
to the two proposed models, a baseline model is represented by a solid 
teal line, which utilizes lagged rainfall at lead time 0 as the predictor for 
rainfall forecasting. This model is considered as a reference to assess the 
forecasting skills of HLC and HLC-WASP models. In terms of temporal 
correlation, our analysis shows that except for the HLC model at lead 1 
year, the forecasting skills of both proposed models surpass that of the 
baseline model, confirming the authenticity and effectiveness of the 
forecast skills demonstrated by the HLC and HLC-WASP models. For 
RMSE, the baseline model exhibits consistently lower values compared 
to the HLC model because this persistence-based model essentially 
predicts the mean rainfall, which inherently minimizes variance but 
does not capture rainfall variability. The solid line presents the MME 

Fig. 6. Empirical and dynamical model component weights averaged over Australia from the individual CMIP6 models and their MME using (a) the HLC model and 
(b) the HLC-WASP model.
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while the shaded area shows the uncertainty band from the ensemble of 
CMIP6 models. Please note the MME case here represents the scenario 
where drift-corrected predictor variables are averaged and then either 
used directly as inputs (in HLC) or spectrally transformed and used as 
inputs (in HLC-WASP). The corresponding results from the individual 
CMIP6 models are given in Fig. S4 of the Supplemental Material. As 
shown in Fig. 7, the HLC-WASP model has a consistently higher corre
lation range from over 0.5 to around 0.1, and a lower RMSE from around 
150 to 180 mm, compared to the HLC model. Both the prediction models 
show similar highest skills at the earliest leads that gradually deteriorate 
with lead time. This is expected because the predictability skill in 
simulated SSTA indices from decadal predictions decreases and the 
linear relationship between observations at lead time 0 and forecast at 
lead time l decays gradationally.

This improvement in skill between HLC-WASP and HLC is mostly 
noticed over the lead times of 2–3 years. This is because transforming 

decadal projections at longer lead times notably increases their value for 
rainfall prediction compared to using untransformed values. Beyond 
lead time 3-year forecast skills in terms of both correlation and RMSE for 
both models decays and smaller improvements are observed. Compared 
to the individual CMIP6 models, the performance of the MME is mostly 
within the variability of the ensemble of CMIP6 models, but there is an 
improvement in skill towards the lead times of 1–2 years. This is prob
ably because the MME can improve the reliability of SSTA predictions 
and thus the derived CIs when individual CMIP6 model has higher skills 
at short lead times. In contrast, at long lead times, the reduced vari
ability by averaging SSTA indices from all CMIP models results in worse 
skill. We also examined using projections from the previous generation 
(CMIP5) of decadal experiments (similar to HLC results in Choudhury 
et al., 2019), and the resulting prediction skills were consistent across 
the two sets of inputs.

To further assess the performance of the HLC-WASP model from the 

Fig. 7. Forecast skills of rainfall from both HLC and HLC-WASP frameworks, including (a) Correlation and (b) RMSE of the predicted rainfall averaged across all grids 
over Australia. Results are shown for the baseline model (teal), and the HLC (orange) and HLC-WASP (purple) models using decadal outputs from the multi-model 
ensemble mean (MME). The shaded area is the uncertainty band from the ensemble of CMIP6 models.

Fig. 8. Scatter plots of (a) Correlation, where dashed lines represent the critical value for correlation significantly different from zero (0.228, corresponding to the 51 
degrees of freedom, as we have 53 decades in total); (b) RMSE of predicted rainfall (mm) at each grid point, comparing HLC-WASP and HLC models for different lead 
times using inputs of SSTA indices from the MME.
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MME, scatter plots are used to compare the correlation and RMSE be
tween the HLC-WASP and the HLC model across all five lead times. In 
Fig. 8, the correlation and RMSE of the predicted rainfall using HLC and 
HLC-WASP models from each grid and lead time are compared. The 
performance of the HLC-WASP model is better compared to the HLC 
model across various lead times. As lead time increases, the HLC-WASP 
model results in a higher percentage of improved correlations as 
compared to the HLC model with 84.7%, 85.3%, 78.3%, 73.9%, and 
58.0% for lead 1 to 5 years, respectively (Fig. 8a). In terms of RMSE, the 
associated comparison between HLC-WASP and HLC model is shown in 
Fig. 8b. Among the various lead years, while the improvements across 
different grids are small, the HLC-WASP model using transformed pre
dictors has a lower RMSE across most grids (additional assessment in 
Fig. 9b). The improvement in lead 1–2 years is the most evident, with 
81.5% and 82.8% of grids demonstrating reduced RMSE, respectively. 
The range of RMSE is large, from around 100 mm to over 600 mm, when 
considering the entire Australia, which covers different climatic regions. 
The above discusses the results from the MME while the corresponding 
results from the individual CMIP6 models are given in Fig. S5 of the 
Supplemental Material. In summary, the benefits of using transformed 
indices are consistent across both individual CMIP6 models and the 
MME, particularly for lead times up to 2 years, where the dynamical 
model component has the highest forecast skills and contributes the 
most weight in the combined model.

Fig. 9 assesses the performance of the HLC-WASP model against the 
HLC model from a spatial perspective to better understand where im
provements are most prominent. At short lead years, improvements are 
large, while the degree of improvement decreases with lead time. 
Compared to the HLC model, the yellow colour region shows minor 
improvements; blue colour regions present large improvements, while 
regions with white colour represent the area with no improvement. Grey 
grids in the central and western deserts of Australia are grids with 
missing data, as seen in Fig. S1 of the Supplemental Material. The re
gions with larger improvements are located in southeast Australia. 
Compared to RMSE, the enhancements in forecasting accuracy are 
similar for a 2-year lead time when assessing both correlation and RMSE. 
However, for lead times of 3–5 years, the improvements are more pro
nounced in correlation metrics, whereas at a 1-year lead time, the im
provements are notably more evident in RMSE. As shown in Table 2, the 
percentage of grids that show improvements in RMSE (with significant 
improvements at 90% significance in parentheses) are 81.5% (66.2%) 
and 82.8% (61.8%) for lead 1 and 2 year, with the equivalent numbers 
for correlation being 84.7% (36.3%) and 85.4% (58.6%) for lead 1 and 2 
years, respectively. Note that only a small percentage of the significant 
improvements in correlation are observed at lead 1 year because both 
models had reasonably good skills at this lead time. At lead 3, 4, and 5 
years, these improvements become 65.6% (37.6%), 71.9% (47.8%), and 
53.5% (28.7%) using RMSE, and 78.3% (50.3%), 73.9% (51.6%), and 
58.0% (32.5%) using correlation. At the 90% significance level, im
provements are considered statistically significant if the difference in 
correlation (rHLC− WASP − rHLC) is greater than 0.214, and the relative 
change in RMSE (RMSEHLC− WASP − RMSEHLC

RMSEHLC
× 100%) is less than − 5.42%. In 

short, the HLC-WASP model provides significant benefits compared to 
the HLC model, as over 50% of the grids show improved correlation and 
RMSE across all lead times. This improvement is highlighted in Fig. 7, 
which presents the results from the MME. Additionally, Fig. S6 in the 
Supplemental Material presents results from the individual CMIP6 
models, highlighting the differences between the HLC-WASP and HLC 
models.

Furthermore, to evaluate the extent of performance enhancement 
across Australian grids, a one-sided paired t-test is conducted at a 95% 
significance level. This test assesses whether HLC-WASP outperforms 
HLC from the MME in terms of improved metrics − specifically, higher 
correlation and lower RMSE. The results help quantify the proportion of 
grids demonstrating significant advancements in forecast accuracy. As 
shown in Table 2, the improvement in correlation of the hybrid HLC- 
WASP model compared to the HLC model is significant across all lead 
years, while the RMSE of the HLC-WASP model is significantly lower 
than the HLC model across all lead times. The paired t-test p-values for 
correlations in the MME are less than 0.05, indicating significant dif
ferences between the HLC and HLC-WASP models. Similarly, the p- 
values for RMSE are also less than 0.05 across all lead times, except for 
the lead 5 year. The associated results across all the climate models 
investigated are provided in Table S2 of the Supplemental Material. In 
addition, to account for spatial dependence between grid cells, we 
applied a modified t-test (Dutilleul et al., 1993). The results confirm that, 
except for correlations at long lead times, the conclusion remains 
consistent: the HLC-WASP model demonstrates statistically significant 
superiority over the HLC model. Further details can be found in Table S3
of the Supplemental Material. 

c. Evaluating individual components of the HLC-WASP model

Here, we aim to further evaluate the hybrid HLC-WASP model by 
separately investigating its empirical and dynamical components. Our 
observation that the dynamical component contributed the most to the 
model raises the question of whether the combined model is over- 
parameterized. To address this, we included forecasts using the empir
ical and dynamical models individually, in addition to the combined 

Fig. 9. Difference between HLC-WASP and HLC models over Australia using 
SSTA indices from the MME: (a) Difference in correlation (rHLC− WASP − rHLC); (b) 
Relative change in RMSE by percentage (RMSEHLC− WASP − RMSEHLC

RMSEHLC
× 100%). 

Compared to the HLC model, the yellow colour region shows minor improve
ments; blue colour regions present large improvements, while regions with 
white colour represent the area with no improvement. Grey grids in the central 
and western deserts of Australia are grids with missing data. The black dot 
marks the significant value at a 90 % significance level with a difference in 
correlation greater than 0.214 and a relative change in RMSE less than 
− 5.42 %.
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model, for comparison.
Fig. 10a presents the results of three different modelling alternatives, 

namely empirical, dynamical, and combined models, and compares the 
performance of the HLC and the hybrid HLC-WASP frameworks. 
Notably, the empirical model solely utilizes observed CIs at lead 0 to 
forecast rainfall at lead l, resulting in no shaded area representing the 
outcomes from different GCMs. The results demonstrate substantial 
improvements in both RMSE and correlation across lead times, while the 

empirical model exhibits an equivalent forecasting skill between the 
HLC and HLC-WASP methods. This suggests that WASP can perform 
better when transforming concurrent CIs used in dynamical models but 
has limited influence when applied to predictors of CIs at lead 0 used in 
empirical models. Moreover, the MME displays higher skills at lead 1–2 
years compared to individual CMIP6 models.

Furthermore, Fig. 10b presents the outcomes of the split sample 
validation, the dynamical model has similar or better skill than the 

Table 2 
Percentage of grids that show improvements in correlation and RMSE, and paired t-test results for HLC-WASP exhibiting improved performance (with respect to 
correlation and RMSE) than HLC from the MME.

Lead time Percentage of improvements in correlation (%) Percentage of improvements in RMSE (%) p-value of paired t-test

Improved Significantly improved Improved Significantly improved Correlation RMSE

Lead 1Y 84.7 % 36.3 % 81.5 % 66.2 % 1.77E-25 4.58E-15
Lead 2Y 85.4 % 58.6 % 82.8 % 61.8 % 4.75E-29 7.10E-20
Lead 3Y 78.3 % 50.3 % 65.6 % 37.6 % 2.37E-19 9.05E-07
Lead 4Y 73.9 % 51.6 % 72.0 % 47.8 % 2.03E-19 7.11E-13
Lead 5Y 58.0 % 32.5 % 53.5 % 28.7 % 1.77E-04 8.80E-01

Fig. 10. Forecast skills of empirical, dynamical, and combined models using both HLC and HLC-WASP frameworks under the split sample validation. Subplot (a) 
compares the performance of the HLC and the hybrid HLC-WASP forecasting framework using three different modelling alternatives. Subplot (b) compares the 
forecast skills of three models using the HLC and HLC-WASP frameworks. The shaded area is the uncertainty band from the ensemble of CMIP6 models, and the solid 
lines within the shaded area represent the results from their MME.
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combined model, and the empirical model exhibits the worst skill under 
both HLC and HLC-WASP frameworks. The results indicate that the 
dynamical model component contributes more to the forecast skill, with 
higher weights across all lead times, as shown in Fig. 6. In contrast, the 
calibrated results show that the combined model is the best among the 
three alternatives. In conclusion, we confirm that the combined model is 
over-parameterized, and using the dynamical component alone can 
serve as the optimal model for rainfall forecasts. Note again that these 
results represent performance in validation, and the corresponding 
calibration results are available in Fig. S7 of the Supplemental Material.

So far, we have evaluated the performance of the hybrid HLC-WASP 
model and found that it outperforms other alternatives for interannual 
rainfall forecasting up to five years. Integrating spectral information into 
the HLC modelling system proved to be beneficial. We also found that 
the combined model may not necessarily be the best option and that 
using the dynamical model alone can be sufficient. Given our findings, 
we focus on the best-performing model (HLC-WASP with the dynamical 
component) to investigate Australian rainfall anomalies recorded in 
recent years, influenced in part by ENSO (Doi et al., 2020; Freund et al., 
2021; Ma et al., 2023). We use MIROC6 as it is the dynamical model, as, 
at the time of writing, recent decadal hindcasts up to 2021 were not 
available from the other modelling groups that form the earlier set of 
results.

Fig. 11 demonstrates the performance of the hybrid HLC-WASP 
model from MIROC6 in predicting rainfall over Australia. The results 
show that the model not only has a higher temporal correlation (Fig. 10) 
but also a higher spatial correlation when compared to observed rainfall, 
as displayed in Fig. 11a. Furthermore, Fig. 11b shows the spatial cor
relation of predicted rainfall against year averaged across all grids from 
the hybrid HLC-WASP model. The results suggest that the forecasts for 
lead 1 year have the best spatial correlation, particularly during El Niño 

and La Niña events when Australian rainfall exhibits high variability, as 
indicated by the shadow red and blue colours, respectively. However, it 
should be noted that during ENSO events, there may be a lower spatial 
correlation at longer lead times due to the diminishing skill of SSTA 
forecasts in predicting such rainfall anomalies.

Additionally, we specifically examined the recent years’ rainfall 
anomalies at lead 1 year during the out-of-sample period spanning from 
2018 to 2021, which are depicted by the grey shadow areas in Fig. 11. 
The forecasted rainfall during this period has a spatial correlation 
ranging from 0.3 to 0.6, covering a range of extreme dry to wet years. 
Fig. 12 clearly depicts the substantial rainfall anomalies observed during 
this period compared to the past decade’s climatology. The dynamical 
model under the HLC-WASP framework was able to capture these pat
terns over the years.

4. Discussion

In the present section, we address the concerns raised earlier about 
the possible over-inflation of predictive accuracy due to overfitting. 
Specifically, we revisit three questions we had raised earlier and provide 
our answers based on our findings. The implications of our results and 
what they suggest about the use of spectral transformation and the 
hybrid HLC-WASP model for interannual rainfall forecasting in Australia 
is discussed as well. We reflect below on answers to the three questions 
we had raised earlier in the paper: 

1. Can the above question be addressed using a pure validation forecast 
where one part of the data is used to develop all models and the other 
part is used for application? The pure validation results in Fig. 10
confirm the superiority of the HLC-WASP over the non-spectrally 

Fig. 11. Forecast skills over space (spatial correlation) under the split sample validation: (a) Spatial correlation of predicted rainfall (mm) against lead time averaged 
across all grids, comparing HLC-WASP to HLC using inputs of SSTA indices. (b) Spatial correlation of predicted rainfall against year averaged across all grids, using 
spectrally transformed SSTA indices (HLC-WASP model). The red and blue shadow areas indicate the Australian rainfall during El Niño and La Niña events, 
respectively. The grey shadow areas represent recent years (2018–2021) with strong rainfall anomalies.
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transformed HLC, as the relative improvements illustrated remain 
consistent, even though actual correlations differ.

2. Can this possible over-inflation be further verified using measures of 
predictability over space (spatial correlation) in addition to the 
regular time series correlation performance metric? The use of 
spatial correlation in Fig. 11 again confirms the superiority of the 
HLC-WASP over the HLC case.

3. Can the HLC model structure be further simplified, given the added 
predictability the spectrally transformed CMIP6 predictors offer? 
The results in Fig. 10 confirm that the use of the spectrally trans
formed predictors is sufficient to exclude the empirical model 
component of the HLC, a notable outcome that highlights the need 
for sensible transformations of direct climate model simulations 
before use in a prediction context

Our findings suggest that the combination of spectral transformation 
and the HLC model can lead to improved interannual rainfall forecasting 
in Australia. The use of spatial correlation and the deletion of the 
empirical model component of the HLC further confirm the superiority 
of the HLC-WASP forecasting framework. To sum up, the enhanced 
multi-year forecast skills can be attributed to three main factors: the 
intrinsic predictability of certain climate indices, the combination of 
dynamical forecasts using HLC logic, and the enhancement achieved 
through the integration of the WASP method in the modelling 
framework.

In addition, this study primarily focuses on deterministic forecasts; 
hence, deterministic measures such as correlation and RMSE are used for 
evaluation. We incorporate uncertainty by employing different initiali
zations to generate an ensemble of simulations. This accounts for un
certainties from model parameters, emission scenarios, and internal 
climate variability. The use of multiple ensemble members from indi
vidual CMIP6 models and a selection of five CMIP6 models allows for an 
explicit representation of forecast uncertainty. As shown in Figs. 7 and 
10, the uncertainty in rainfall forecasts escalates with increasing lead 
time, consistent with expectations.

5. Conclusions

Climate predictions at interannual-to-decadal timescales provide 
information that has substantial socio-economic benefits, especially for 
sectors relying on water availability. While various studies have shown 
promise in predicting at this timescale using the latest suite of decadal 
prediction experiments from CMIP6, the prediction skill of rainfall re
mains poor compared to other variables. As an alternative, novel sta
tistical methods based on the decadal prediction outputs have the 
potential to aid rainfall prediction at this critical timescale. Here, we 
presented a hybrid HLC-WASP model for rainfall forecasting in Australia 
using climate indices derived from decadal prediction experiments. 
Climate indices representative of large-scale modes of climate variability 
are spectrally transformed corresponding to the gridded rainfall across 
Australia and used as predictors for rainfall prediction at interannual 
timescales. Through the split sample validation, the best model for the 
interannual Australian rainfall forecasting is the hybrid HLC-WASP 
model with the dynamical component alone. Using outputs from five 
CMIP6 GCMs, we showed that spectrally transformed SSTA indices 
significantly improve the predictability of rainfall over long-lead times, 
up to a maximum of five years ahead.

The multi-model ensemble mean emphasizes the uncertainty in 
climate predictions. The HLC-WASP, driven by the MME inputs, shows 
the best performance at lead times of 1–2 years compared to individual 
climate models. However, its reduced variability at longer lead times 
does not result in greater skill for the forecasts issued. The largest im
provements were observed in northern and southeast Australia, and the 
HLC-WASP performed significantly better than its predecessor, the HLC 
model (Choudhury et al., 2019), across all lead years and climate 
models. Additionally, these improvements become clearer with 
increasing lead times, suggesting its potential for aiding risk manage
ment and adaptation assessments.

Alongside its potential for long-term rainfall forecasting, the HLC- 
WASP method has broader applications, including drought down
scaling, streamflow prediction, and paleoclimate reconstruction. The 
integration of spectral transformation with statistical forecasting sys
tems offers a promising approach for enhancing the predictability of 
hydro-climatic variables, with significant implications for the fields of 

Fig. 12. Observed and predicted rainfall anomaly (mm) at lead 1 year from the split sample validation across all grids over Australia using spectrally transformed 
climate indices. The spatial correlation between observed and predicted rainfall anomalies is shown on the top of subplots. Compared to the past decade’s clima
tology, the blue colour regions show positive rainfall anomalies (wetter); red colour regions present negative rainfall anomalies (drier), while regions with white 
colour represent the area with no significant changes relative to the past decade. Grey grids in the central and western deserts of Australia are grids with missing data.
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hydrology and civil engineering. By improving the accuracy of long- 
term rainfall forecasts, this work supports more effective water 
resource management, infrastructure planning, and adaptation strate
gies in the face of climate variability and change.
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